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Abstract—Mixed-signal multidomain systems present a chal-
lenge for computer-aided design tools. Optical and electronic
simulation tools are available as separate entities. However, to
date, successful system-level cosimulation has not been imple-
mented, leading to expensive refabrication. We present a unique
system-level simulation tool for mixed electrooptical systems. We
apply our tool Chatoyant to the simulation of an optical high-speed
free-space interconnect system designed for 10-GHz speeds.
The 10G free-space optical interconnect module has optical,
optoelectronic, and microwave components and thus is an ideal
vehicle to use as a test system. We demonstrate how Chatoyant,
a mixed-signal multidomain simulator, has been used to evaluate
end-to-end performance of this complex system, including the
exploration of design tradeoffs and mechanical tolerancing.

Index Terms—Behavioral modeling, mixed-signal multidomain
simulation, modified nodal analysis, piecewise linear simulation,
system simulation of microsystems.
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I. INTRODUCTION

THE 10G system [1] is a complex electrooptical intercon-
nect that presents many challenges to a simulation en-

vironment. Chatoyant [2], [3] is a mixed-signal multidomain
(MSMD) simulator created for systems like the 10G. In this
paper, we demonstrate how an MSMD simulator like Chatoyant
is used for design and verification of high-speed optoelectronic
interconnects. We illustrate how Chatoyant can be:

a) used to calibrate models of components;
b) compared with existing computer-aided design tools de-

signed to solve problems at one point in the design-ab-
straction/technology domain design space (e.g., SPICE
for electronic circuit design);

c) used to explore the complex design tradeoffs found in
electrooptical interconnects.

We begin by describing the 10G system and its ancestry in
the FAST-Net project [4]. Next, we trace one path through
the system, presenting how Chatoyant simulates each of the
components in the system as well as comparing the simu-
lation results against existing single domain simulators. We
conclude by demonstrating the importance of interconnects on
overall system performance as well as the role of mechanical
tolerancing.

II. INTERCONNECT SYSTEM OVERVIEW

A. Introduction

Using free-space optical interconnection schemes, Nakahara
et al. [5] showed that bandwidth densities of more than
1 Tb/s/cm can be achieved with smart pixel arrays [6] (SPAs).
The basic design of the free-space accelerator for switching
terabit networks (FAST-Net) is a passive interconnection of an
array of light emitters to an array of optical receivers for use
as a multiprocessor interconnect fabric. The original FAST-Net
optical system designed by Haney et al. [4] had a 4 4 array
of mixed optoelectronic SPAs. Each SPA was a hybrid circuit
with the CMOS driver/receiver chip bump bonded to the GaAs
optoelectronic chip. These SPAs were designed to operate at a
transmission speed of approximately 1 GHz, resulting in a total
speed of SPAs links/SPA Gb/link Gb/s.

The 10G system, which we evaluate in this paper, is a
second-generation version of FastNet. The electronics were
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implemented in SiGe technology [7] instead of the CMOS
circuitry of FastNet. Instead of the larger 4 4 array of
FastNET, the 10G has a 2 2 array of SPAs. Each link
in the system is designed to run at maximum of 10 GHz.
Since there are nine emitters in each quadrant of each SPA,
the total aggregate bandwidth (ignoring the loopback path)
is quadrants/SPA SPAs links/quadrant

Gb/s/link Gb/s.

B. System Design Aspects of the 10G

The physical design of the 10G system is shown in Fig. 1.
The lenses are shown as gray cylinders above the electronics
substrate. The top surface is a mirror. The ray path is illustrated
schematically in Fig. 2.

The digital input is connected at the edge of the multichip
module (MCM), which is wire-bonded to a SiGe-GaAs hybrid
chip. The laser on the GaAs chip emits light upward toward
the lens, which is reflected off a mirror and back through an-
other lens and finally down to the detector circuitry. The dig-
ital outputs are wire-bonded at the edge of the MCM. Since the
10G was designed as an experimental testbed, each hybrid con-
tains nine optoelectronic channels with different link electronics
implemented in SiGe technology. Of these nine channels, only
an asynchronous link was analyzed with the Chatoyant system.
The clock for this link is sent over a different link and is recov-
ered locally.

As shown in Fig. 3, each SPA contains four chips. The nine
vertical cavity surface emitting lasers (VCSELs) and photode-
tector pairs in the hybrid circuit can communicate with the three
other SPA’s via the optical link. Due to the offset in the lens
system, represented by the outline of the lens shown in Fig. 3,
the optical path of the cluster closest to the center of the SPA
is straight up to the mirror and back down to the same cluster,
and therefore, no interconnect is made (and hence, no arrow is
shown). The mapping of the other three clusters in each quad-
rant is shown with arrows. For example, using SPA0 (upper left),
hybrid 0 communicates with itself, hybrid 1 communicates with
SPA1 hybrid 0, hybrid 2 communicates with SPA2 hybrid 3, and
hybrid 3 communicates with SPA3 hybrid 0.

In the 10G, each SPA is a hybrid circuit with SiGe driver/re-
ceivers bump bonded to 44 GaAs VCSEL emitters interleaved
with 44 metal–semiconductor–metal (MSM) detectors as shown
in Fig. 4.

Before discussing the simulation of the 10G, we discuss the
simulation technology with particular emphasis on the mixed
signal aspects.

III. SIMULATOR TECHNOLOGY

A. Introduction

In MSMD simulators, there is a need for consistent modeling
methodologies across domains and fast yet accurate simulation
of systems at different abstraction levels. Fast simulation en-
ables the user to perform system-level simulations easily and
often, which permits the user to explore the effect of design
tradeoffs at the system level. The simulator used for the 10G
system, Chatoyant, is based on the Ptolemy [8] backplane and
includes different simulators for the optical and electrical/me-

Fig. 1. Physical design of the 10G.

chanical components. Notably, because these simulators com-
municate through the same system-level simulator and use the
same user interface, they present a unified view of simulation re-
sults. In the simulation of a system interconnect like the 10G, the
typical simulation results are performance measures such as bit
error rate (BER), eye diagrams, waveform plots, and signal-to-
noise ratio (SNR) measurements. Next, we discuss the MSMD
modeling methodologies.

B. Behavioral Modeling

When choosing a modeling methodology for MSMD sys-
tems, we have to consider the types of interactions between
components of different technologies. This depends on the the
performance of the simulation environment, which depends on
the simulation method and the type of signal characterization
chosen. We can identify two different approaches to simulation
as behavioral modeling and equivalent circuit methods.

Behavioral modeling is a flexible and general methodology
that allows hierarchical support and mixed signal simulation.
Typically, behavioral hardware description languages are ex-
tended to support analog signals (such as VHDL-AMS [9] or
Verilog-A [10]) and are used to describe the system. Mixed-
signal multidomain microsystems, which consist of a very large
number of elements, produce a large computational load for typ-
ical mixed simulators, based on conventional analog simulators
solving large sets of coupled differential equations.

Equivalent circuit methods use an equivalent circuit represen-
tation for the nonelectrical domain and then simulate this do-
main with any of established circuit simulators, e.g., SPICE [11]
and iSmile [12]. iSmile was specifically designed for the simu-
lation of electrooptical systems and includes flexible model def-
inition as its primary feature. Together with a fiber-optics simu-
lator iFrost [13], it was used to perform system-level simulations
of an optical bus [14].

The lack of a common simulation backplane in simulators
such as iSmile and iFrost means that communication between
the two simulators is inconvenient at best. In addition, the equiv-
alent circuit technique is limited by the lack of support for hi-
erarchical design (since the circuit is flattened) and, because
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Fig. 2. Light path in the 10G.

Fig. 3. SPA mapping.

the simulation is coupled to an analog simulator, digital simu-
lation (i.e., binary values) is not performed. Therefore, digital
simulations are performed using analog techniques, resulting
in slow simulation time. In a system-level simulator like Cha-
toyant, the simulations must be fast, accurate, and convenient.
In Chatoyant, SPICE circuit representations are used for elec-
trical models only while different representations and simulators
are used for other domains. All of them are integrated into one
system simulation environment.

C. Piecewise Linear Modeling

In order to achieve simulation speedup, the heart of the
analog simulator must be fast. As an alternative to traditional
circuit simulation, nonlinear network modeling techniques
using piecewise models have been developed [15], [16]. This
technique has been applied in simulators such as NECTAR2

[17], PLANET [18], and PLATO [19]. These simulators are
much more numerically stable when compared to traditional
circuit simulators and provide flexibility for their use in hier-
archical design. Conventional piecewise linear simulators use
integration techniques to solve the transient response of the
system since they are modeling continuous (analog) inputs. In
Chatoyant, the piecewise linear technique was extended to also
represent the discrete event signals. This has the advantage of
eliminating the slowdown due to analog simulation of digital
signals.

The center of the electrical simulator is a modified nodal anal-
ysis (MNA) solver [20], [21] that performs a linear analysis in
the frequency domain. Since we are using a linear approxima-
tion, we decompose the multidimensional space of operating
characteristics of active devices into regions each with a piece-
wise linear approximation. This gives us the ability to approx-
imate the function to the degree of accuracy required for the
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Fig. 4. Smart pixel array.

range of operation of interest. In addition, since many compo-
nent models are written using SPICE syntax and semantics, a
SPICE-like interface is provided. This enables the user to im-
port existing SPICE netlists for electrical components while per-
forming simulations with components from other domains (me-
chanical and optical). Linear components are added to the MNA
matrix, whereas nonlinear components must be linearized by ex-
tracting linear regions of operation, as mentioned above. Next,
the simulation of the 10G system with the MSMD modeling
methodology will be detailed.

IV. SIMULATION OF THE 10G

The 10G transmission path is shown in Fig. 5. As shown,
the incoming digital stream is connected to a pad on the edge
of a MCM shown in Fig. 6. This pad is connected to a long
transmission line that ends at a chip well for the SPA hybrid.
A wire bond from the MCM signal layer is connected to the
SiGe die. A short transmission line on the SiGe chip connects
the pad to the driver/amplifier. A bump bond connects the SiGe
substrate to the GaAs chip. The VCSEL emits light toward an
offset lens system. The output of the lens reflects off the top
mirror and back down to another lens. The output of the second
lens is received by the MSM detector, which is connected via
another bump bond to the SiGe receiver, which is composed of
a transimpedance amplifier and a limiter. From this point, the
receive path is the reverse of the transmission path.

In detail, this requires the following component models along
the transmission path:

1) transmission line on the MCM from the input pad to the
pad at the chip well edge (as shown in Fig. 6);

2) wirebond from the pad to the SiGe die on the SPA;
3) SiGe driver on the SPA die;
4) bump bond from the SiGe driver to the GaAs die;
5) VCSEL device on the GaAs die;
6) seven-element compound lens;
7) mirror;
8) seven element compound lens;

Fig. 5. 10G transmission path.

9) MSM device on the GaAs die;
10) bump bond from the MSM detector to the SiGe die;
11) transimpedance amplifier and limiter on the SPA die;
12) wirebond to the MCM pad;
13) transmission line on the MCM from the pad at the chip

well edge to the output pad.
Subsequently, we show our modeling approach to each of these
components.

A. Transmission Line

As shown in Fig. 6, the MCM is a multilayer laminate
structure with ground and power planes interlaced throughout
[22]–[24].

A similar laminate has also been used for an analog-to-digital
converter running at 6 GHz [22]. Treating the ground planes as
reference, we can use the dielectric constant of the signal plane
to find the characteristic impedance. The transmission line can
be modeled to different degrees of accuracy. Initially, the first
model presented will be a simple lumped model of the entire
line. The second model is a multisegment model.

The serpentine path of the asynchronous link signal trace can
be obtained from a PCB layout tool. The first extraction of the
asynchronous link (from pad to bond wire) is from the Cadence
Allegro PCB tool [25]; the output is shown in the data in Table I.

Note that the impedance of the line has two values: the max-
imum impedance of any segment of a signal net and the min-
imum impedance of any segment of a signal net. We used the
mean of these values as the overall line impedance. To form
a lumped model, we constructed a T-network equivalent. The
schematic of the lumped model is shown in Fig. 7.

This can be simulated using a time-domain electrical simu-
lator such as Spectre-RF [26]. The simulation results are shown
in the top two waveforms of Fig. 8. The Chatoyant simulation is
shown in the bottom of the figure. Note that the Spectre-RF and
Chatoyant simulations compare well. Also note how the wave-
form is distorted (the input is shown with a 100-ps risetime).

Using the multisegment data, the transmission lines can be
converted into a geometric model suitable for either a multiseg-
ment lumped model or a three-dimensional full-wave finite-el-
ement simulation. In either case, the resulting scattering param-
eters can provide a frequency-dependent view of the line. The
results from the multisegment microstrip model are shown in
Fig. 9. Using this model in Agilent’s ADS [27], the simulation
of return loss benefits very little from the added complexity in
the line model, though it is seen that the reflections decay ear-
lier with the complex model (shown dipping below the simple
model). The graph in Fig. 10 illustrates what happens when
the transmission line is shorter: modes are easily visible. The
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Fig. 6. SPA multilayer laminate structure.

TABLE I
CADENCE ALLEGRO LUMPED MODEL OUTPUT

Fig. 7. Transmission-line lumped model schematic.

simpler model (fewer segments) exhibits much deeper nulls,
demonstrating the need for accurate transmission line models.

Complex microstrip models [28] are currently being added to
Chatoyant so that fast multisegment models can be included in
the simulation. Using full wave modeling, such as finite-differ-
ence time domain (FDTD) [29] or method of moments (MoM)
[30], for the transmission line can increase simulation accuracy.
However, in a behavioral simulator, these methods are neither
fast enough for interactivity nor convenient due to the meshing
requirement.

Fig. 8. Spectre-RF and Chatoyant lumped model simulation output.

B. Wire Bonds

At microwave frequencies, wire bonds begin to affect signal
integrity. There are two methods for modeling the bond wires:
1) mesh the wire and apply full wave methods like FDTD or
MoM to calculate the S-parameters and 2) use a quasi-static
model. The second approach turns out to be computationally
easier and just as accurate. Alimenti et al. [31], [32] propose a
simple model as follows: divide the bond wire into two halves;
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Fig. 9. Return loss transmission-line simulations using Agilent ADS for a long
line.

Fig. 10. Return loss transmission-line simulations using Agilent ADS for a
short line.

each half is divided into three regions: the pad, the wire over the
substrate, and then the wire over the ground plane, as shown in
Fig. 11.

The pad is treated as a T-subcircuit and the other two regions
as lossless transmission lines. The length of the transmission
lines is computed by assuming that the bond wire is a radial
chord. The T-subcircuit parameters are computed from lumped
circuit assumptions.

The input parameters for the model of Alimenti et al. were
determined by detailed examination of the MCM cross-section
(Fig. 6). The equivalent circuit for the wire bond is shown in
Fig. 12.

The component values for the equivalent T-subcircuits and
transmission-line lengths were computed by a separate tool. The
values shown in Table II gives the actual input parameters given
to the tool derived by visual inspection of Fig. 6.

The generated SPICE output of the tool is shown in Table III.
Note how the impedances (Z0) of the four transmission lines and
the normalized length (NL) vary according to the different di-
electrics. Using a 10-GHz input, the Spectre-RF and Chatoyant
simulations are shown in Fig. 13.

The Spectre and Chatoyant waveforms differ slightly due to
the use of the complex BSIM3 [33] models in Spectre. These
models have more sophisticated high-frequency effects and are
being currently added to Chatoyant.

C. SiGe Driver

A short transmission line connects the wirebond pad on the
MCM to the SiGe chip with the VCSEL driver. The differential
driver is composed of three stages: the input buffer, a limiter,
and the source driver. The first step in modeling the SiGe circuit

Fig. 11. Quasi-static bond wire model (from Alimenti et al. [32]).

Fig. 12. Wire bond equivalent circuit model.

TABLE II
BOND WIRE PARAMETERS

TABLE III
SPICE OUTPUT FROM BOND WIRE TOOL

was linearizing the nonlinear behavior of the input/output char-
acteristics. This was described previously in Section III-C. The
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Fig. 13. Bond wire simulation: input, Spectre-RF, and Chatoyant.

output load is an ideal (DC) VCSEL model [34]. The output of
the Spectre simulation is shown in Fig. 14 with the Chatoyant
output directly below it.

D. Bump Bonds

The bump bond is the joint between the SiGe substrate and
the GaAs optoelectronics. Bump bonds have been shown to be
of great utility in microwave applications [35], [36]; however,
they present an impedance discontinuity between substrates due
to parasitic reactance [37]. Deriving an equivalent circuit for the
solder bump is difficult, because it is hard to de-embed the bump
from the substrates. One strategy is to use “design of experi-
ments” [38] to obtain the equations for the components of the
model. This was the approach taken by Staiculescu et al. [39].
They modeled the wire on the substrate as a coplanar waveguide
(CPW) and used a standard network. Using the CPW bump
bond model, the following input parameters (all in mils, shown
in Table IV) generates SPICE-compatible output directly usable
by the Chatoyant simulator (shown in Table V).

E. VCSEL

At the other end of the solder bump is the laser (VCSEL).
Most behavioral VCSEL models are DC models [40]–[42].
While DC models are useful for device characterization in the
laboratory or fabrication line, they are inadequate when trying
to characterize transient phenomena or high level behaviors.
Our VCSEL model is a low-frequency piecewise linear (PWL)
model, which includes temperature dependence and parasitics
to account for the frequency response [5], [43].

Fig. 14. Differential driver simulation.

TABLE IV
SOLDER BUMP PARAMETERS

TABLE V
SOLDER BUMP SPICE PARAMETERS

The nonlinear behavior of this element is captured through
a set of PWL regions of operation, as indicated in Fig. 15(a).
Fig. 15(b) represents the circuit equivalent of this PWL model
for the device. The mathematical definition of this model for the
optical behavior of the VCSEL using four regions of operation
is given by the equation at the bottom of the next page.

These expressions define the MNA to use in the simulation.
The values of , , and are necessary to preserve conti-
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Fig. 15. (a) L–I curves for a VCSEL [44]. (b) PWL VCSEL model template.

nuity at the threshold values chosen for the linearization.
The transfer parameters are dependent on the temperature
of the VCSEL. The advantage of this characterization is that the
designer can directly simulate the effects of electrical conditions
in the VCSEL or associated driver against the optical power pro-
duced by this device. Additional dependencies can be added to
the behavioral model following this approach (e.g, temperature,
diameter of the VCSEL) that allows one to study their effect in
complete system simulations. This behavioral model was com-
pared against a lower level model derived from the rate equa-
tions and was found sufficient for high-level modeling purposes.

F. Compound Lens

Optical propagation based on Gaussian beam analysis allows
paraxial light propagation to be modeled by nine scalar parame-
ters and components to be modeled by an optical ABCD matrix
[45]. This is opposed to simple ray-tracing analysis [46], [47],
which is unable to model critical aspects of optical beams such
as waist and intensity. The Gaussian parameters, in terms of op-

tical waist, wavelength, intensity, and position, are initially set
by the VCSEL parameters.

The optical propagation method used by the simulator is a
mixture of ray analysis and Gaussian analysis. During propa-
gation, the position and direction of the center of the Gaussian
beam are calculated using typical ray methods. A Gaussian
beam is superimposed over this ray-traced beam to model
intensity, beam waist, phase, and depth of focus. The advantage
of using Gaussian beam analysis is in the computational
speed in which propagated light can be modeled. This permits
interactive system-level design.

The complex lens used in the 10G system is the seven-ele-
ment lens TK-11S from Universe Kogaku (America), Inc. Each
interface between indexes of refraction of each lens element
is modeled by the use of an ABCD matrix. From these inter-
faces, complete thick lens models are created and placed to-
gether to form doublets, triplets, and finally the complete com-
plex lens. In the case of a spherical boundary between index
of refractions n1 and n2, the ABCD values are: A , B ,
C , D , where if R is a positive, the
interface is convex, and if negative, the interface is concave. For
propagation through a homogeneous dielectric medium, A ,
B , C , and D , where is the distance of propaga-
tion. Using these interfaces, thick lens models are created, with
a spherical boundary, a distance of propagation, and another
spherical interface. The final model was composed of seven sep-
arate lens models. Using this complete lens model, we have been
able to simulate the 10G optical subsystem and make many ob-
servations about the positioning and tolerancing of the system.
We have determined that the distance between the substrate
(VCSEL/MSM) and the lenses dominates the magnification of
the VCSEL array on the MSM plane. The distance between the
lenses and the mirror controls the focus of the VCSEL spots on
the detectors. We have also shown that a slight lateral misalign-
ment (i.e., not in the optical path) of the lenses is acceptable, and
the optical power detected on the detector falls off 3 dB with
a misalignment of approximately 40 m, as shown in Fig. 16.

G. Mirror

The mirror is modeled as being perfectly flat (i.e., no curva-
ture and no surface roughness) and 100% reflective but perfect
mechanical alignment is not assumed. As the simulation shows
in Fig. 17, the mirror alignment, especially the mirror tilt, is crit-
ical to the performance of the system.

H. MSM Detector

Continuing along the light path, the wavefront reflects off the
mirror and propagates through another lens to the optical de-
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Fig. 16. Power loss due to lens offset.

Fig. 17. Power loss due to mirror tilt.

Fig. 18. First-order MSM detector model.

tector as shown in Fig. 2. Optical detection can be carried out
with a photodiode, such as a PIN diode or by an MSM detector.
The 10G system uses an MSM detector on the GaAs die. We
characterize the behavior of the detector as a first-order system
model [48], shown in Fig. 18. The standard model to describe
this element is given by a current source to characterize the
detected optical power and the dark current effect in parallel
with a capacitor and resistance to characterize the transit
time in the device. To account for the dynamic response of the el-
ement to high frequencies, lumped parasitics are also included.
These parasitics correspond to resistances of the MSM fingers

, the bulk resistance , capacitance between the sub-
strate and the semiconductor , and capacitance between fin-
gers .

This model is not complete and in particular is missing noise
source models, which become critical when the received signal

Fig. 19. Spectre and Chatoyant simulations of the SiGe receiver.

is low level. In the short-range system described here, this is not
a problem.

I. SiGe Receiver

After the bump bond is a short transmission line from the
SiGe chip to the receiver. The multistage receiver has a tran-
simpedance amplifier first stage, followed by a buffer, a three-
stage low-noise amplifier, and finally a limiter. The output of
the receiver pad is connected to the wirebond and back out to
the output pad. Again, these were simulated with Chatoyant and
compared against the Spectre simulations, as shown in Fig. 19.

V. RESULTS

Using the models above, we can simulate the system
end-to-end. The parameters of these models can be changed
and the simulations rerun. Because these are higher level
models, the simulation time is on the order of seconds, not
hours. For example, an end-to-end simulation can be run on
the entire system as shown below as input and output pairs (in
Fig. 20). This presents the performance results of the whole
system, so the designer can get fast evaluation of the feasibility
of the design under consideration. Chatoyant can be used to
generate graphical measures of system performance, such as
eye diagrams. Additionally, quantitative measurements such as
BER are calculated through statistical estimation [48]. We can
see the eye openings with a 2.5-GHz input (shown in Fig. 21).
At 5.0 GHz, the eye opening significantly degrades, as shown
in Fig. 22.
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Fig. 20. Chatoyant system output observed at the input and output pad.

Fig. 21. Eye opening at 2.5 GHz.

Fig. 22. Eye opening at 5.0 GHz.

Additional tests can be performed on mechanical tolerancing,
which is critical to optoelectronic systems. Here, a 45- m SPA
offset leads to the eye opening shown in Fig. 23. A 15- m lens
offset in X or Y is shown in Fig. 24.

Fig. 23. Eye opening with SPA offset in X or Y.

Fig. 24. Eye opening with lens offset in X or Y.

Fig. 25. Eye opening with lens offset in Z.

Note that in the Z-direction (out of the plane), the eye is not
nearly as sensitive. For a 250- m offset in Z, the eye is shown
in Fig. 25.

VI. CONCLUSION

The ability to perform “what-if” studies is compelling
because it is faster and costs significantly less than fabrication
and also provides ease in modeling new devices and intercon-
nect structures. Although this example models a system in
construction (the 10G), it demonstrates that it will be difficult
to achieve the full design speed of 10 GHz. Furthermore, it also
points out the need for careful attention to the signal integrity
issues of transmission-line design on the hybrid as well as
the importance of critical mechanical tolerancing. It also
provides a uniform simulation environment to explore system
performance. The Chatoyant simulator is able to perform
these complete system simulations because of new models
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of electrooptical components, a new PWL/MNA solver for
electrical components, and fast Gaussian light propagation all
coupled together using a common simulation framework.
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